
Int. J. Solids Structures Vol. 26. No.1. pp. 29-41.1990
Printed in O",Sl Britain.

002(}-7683i90 53.00 + .00
l: 1989 Pergamon P",,, pic

ADAPTIVE GRID REFINEMENT IN A BEM-BASED
OPTIMAL SHAPE SYNTHESIS

P. HAJELA and J. JIH
Department of Aerospace Engineering, Mechanics and Engineering Science. University of Florida,

Gainesville, FL 32611, U.S.A.

(Receit'ed 9 November 1988)

Abstract-The boundary element method is used in conjunction with nonlinear programming
methods for optimal structural shape synthesis. An approach for grid refinement and grid adaptation
for the boundary element method is developed for application in plane elasticity problems. This
technique uses a predefined control function in a variational formulation to obtain an optimal node
distribution for the computational domain. To prevent distortion of the original domain, master
nodes are introduced to control the geometry of the structure. The paper also describes an efficient
implementation of a semi-analytical sensitivity analysis for optimum design. Numerical results are
presented for a class of shape synthesis problems.

INTRODUCTION

The determination of an optimal structural shape for desired structural response has been
the subject of several recent studies. A general review of papers published during the last
decade can be found in Haftka and Grandhi (1986). In most of these efforts (Bennett and
Botkin, 1985; Braibant and Fleury, 1985), the finite element method (FEM) is employed
as an analytical tool to obtain the structural response. More recently, Choi and Kwak
(1988) have focused on the use of the boundary element method (BEM) in the shape design
process. The fact that BEM only requires modeling of boundary information renders it a
natural candidate for analysis of domain-type problems in optimum shape design (Mota
Soares and Choi, 1986).

Kuich (1984) points out several advant~ges of the boundary element approach over
the finite element method in the shape design problem. Among these, the more significant
include a replacement of the FEM mesh generation for the entire domain by a boundary
discretization in the BEM, a higher accuracy in sensitivity evaluation along the boundary,
and simpler preparation ofinput data for the problem. Furthermore, the level ofexperience
necessary in using BEM is generally not as much as is required in the use of FEM for mesh
generation and selection of optimum element sizes. There is, however, some judgement
required in obtaining an appropriate discretization of the boundary. Since the geometry of
the structural domain changes continuously during the shape design process, an improper
grid distribution would yield inaccuracies in stress evaluation, particularly when the geometry
is complex. In this paper, a method for automated grid refinement and grid adaptation is
introduced to interface with the optimum shape design problem.

In order to obtain more precise analysis results in the boundary element approach,
Carey and Kennon (1987) use an approach in which grid points are clustered in regions of
large response gradients. For a two-dimensional structural domain, the grid distribution
on the boundary is usually treated as an one-dimensional problem. These grid points not
only determine the nodes at which analysis is performed, but also define the structural
boundary. Hence, proper caution must be exercised so that the structural geometry is not
altered when redistributing the nodes for more accurate response analysis. In the present
work, this was achieved by the introduction of master nodes, where the latter were not
allowed to move during the grid relocation so as to prevent distortion of the original
domain.

The concept of grid refinement is similar to the h-method of FEM mesh refinement
used by Kikuchi (1986). The structural boundary can be assumed to consist of several
zones, with a uniformly spaced grid distribution in each zone. On the basis of a solution
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computed from the uniform grid. the grid distribution can be refined locally in each zone.
In the proposed approach for grid refinement. a control function is first defined and
computed for each zone, and the gradients of this control function determine the number
of points that must be removed or added to that zone. After grid refinement, the grid points
are redistributed in each zone by an adaptive scheme. A variational approach is chosen in
the present work for this adaptive method, as it provides a simple, explicit means of
incorporating desired characteristics into the grid generation scheme.

The adaptive mesh generation and refinement approach for the BEM was embedded
in an automated optimum design environment. A modified feasible usable search direction
algorithm of Vanderplaats (1983) was used for numerical optimization. This approach
required the sensitivity of the response quantities with respect to the shape variables, and
was obtained by a semi-analytical method. The semi-analytical method is derived from
an explicit differentiation of the BEM analysis equations, and takes advantage of the
characteristics of these equations. The approach is discussed in a subsequent section of this
paper.

BEM IN ELASTICITY PROBLEMS

The boundary element method for elasticity problems derives from Somigliana's iden­
tity (Banerjee and Butterfield, 1981), which is given as

where Uj is the displacement at point ein the j direction; p and b are the actual state of
traction and body force, respectively, and Gij(e,x) and Fij(e,x) represent the Kelvin solu­
tions for displacement and traction at ein the j direction due to a unit force applied at x
in the i direction. The Kelvin solutions are written as follows,

I [ (1) or or]G;j(e,x) = 81tG(I-v) (3-4v) In ~ '<5ij+ ox; ox}

I [or { or or}
Fij(e, x) = - 41t(I-v)r on (1-2v)' <5ij+2 ox;' oXj

(2)

where

r = Ix-el.

If the field point eis close to the boundary, one arrives at an expression involving only
the boundary unknowns. Since the singularity point is introduced during the boundary
integration, the integral equation (1) assumes the form,

where Cu can be expressed as,
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boundary

Fig. I. Definition of domain boundary orientation as defined by angles 01 and 02.
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(5)

where fJ jj is the delta function, Iij is defined in terms of 01 and O2 (Fig. I), and is written as
follows:

I
I jj = - 81t(I-v)

4(1-V)(1t+02 -( 1)

+sin 20 1 -sin 202
cos 202 -cos 20 1 ]

4(1- v)(1t +O2 - 0 I) .

+sin 20 2 -sin 20 t

Cjj is a coefficient that depends on the geometry of the boundary at field point e, as in eqn
(5), or may be determined from rigid body motion as shown in Brebbia (1978).

The numerical solution of eqn (4) was facilitated by discretizing the boundary into N
elements. The values ofdisplacement u and traction p over each element were approximated
by using the interpolation function ,p, expressed in terms of the nodal values tI' and pn as
follows:

(6)

(7)

Substitution of expressions for u and p given by eqns (6) and (7) and summing over all the
N segments, allows eqn (4) to be expressed in an alternative matrix notation as follows,

[H]' {U} = [G]' {P} + {B} (8)

where [H] and [G] contain the results of all the integrations. These integrals may be
evaluated by any suitable method such as the Gauss quadrature integration scheme. The
system of equations (8) can be rearranged in such a way that all unknowns are written on
the left-hand side in a vector of unknowns {x},

[A]{x} = {C}

where [A] is a N x N matrix and {C} is a vector of prescribed boundary values.

(9)
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Fig. 2. Definition of boundary and generalized curvilinear coordinates.

ADAPTIVE SCHEME

In the present work, a variational approach was used to obtain an adequate grid for
response analysis. The desired features of such a grid were represented in terms of a control
function defined along the structural boundary, where larger values of the control function
gradients require a proportionately larger number of computational grid points to be
assigned to the corresponding region. For a problem pertaining to a one-dimensional
adaptation of grid points along the boundary, the boundary coordinates s which defines
the length along the boundary, and a generalized curvilinear coordinate ewhich pertains
to the computational grid, are shown in Fig. 2. Hindman and Spencer (1983) present one
form of a functional I p , which can be used as a measure of adaptation of the grid spacing
in the edirection, and is written in terms of a control function P as follows,

(10)

where e. = oe/os, and is referred to as the grid density (number of grid points per unit
length). For a one-dimensional problem, the relation between e. and s~ is expressed as
follows:

1es =-.
s',

(11)

It is observed from eqn (10) that, for the functional I p to be minimum, a region on the
boundary with a small value of control function P would have a corresponding low value
of es' Stated differently, a larger grid spacing is obtained in the region of small P. For a
boundary with a fixed number of points, the above implies a denser grid distribution in
regions of high P.

The variational approach yields the necessary conditions for optimality that a solution
for the grid density must satisfy to extremize the functional Ipo These are the familiar Euler­
Lagrange equations, and for the present problem result in a second-order, one-dimensional
Poisson equation:

ess -e.' p./P = o. (12)

This equation governs the location of the grid coordinates in the physical domain. The
solution of this equation is facilitated by a transformation to the curvilinear coordinate
system. Using a chain rule, the second derivative terms can be shown to be of the following
form:
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(13)

Substituting eqns (11) and (13) into eqn (12) yields the transformed one-dimensional
equation for adaptation along the ecoordinate:

s~~ +s~ ° P~/P = O. (14)

This equation can be solved directly for the gird point spacing along the e-coordinate.
Another approach of looking at the adaptation problem is obtained if one integrates egn
(14) once to obtain

where

pos~ = C (15)

and ST represents the total arc length along the boundary. It is obvious from the above
expression that the relationship between the control function P, and the grid point spacing
s~, is reciprocal.

A proper selection of the control function P is of essence in an adaptive relocation of
grid points along the structural boundary. In the problems considered in this exercise, the
control function was defined so as to provide adequate clustering of grid points in regions
of high stress and high curvature of the boundary. One such control function definition is
of the following form,

(16)

where / is a control function; (Jv is the Von Mises stress along the boundary; Ck is the
curvature of the boundary; Pis a weighting factor that assumes values between zero and
unity, and determines the relative importance of the stress or curvature in the adaptation
processo The ratio of the maximum to the minimum spacing in the computational grid is a
measure that should be controllable by a proper selection of a control function. To avoid
numerical problems associated with the control function assuming a very small value, a
modified control function is defined as follows,

P=I+yo/ (17)

where the function/is normalized to range between 0 and 1, and y is a smoothing factor.
The minimum and maximum values of P correspond to / = 0 and / = 1, respectively. It
can be shown that the expression for grid spacing from i to i+ 1 is of the following form,

1
ST°..,.........--:;

As. = 1+yo /;
I 1

~1+yoJj

(18)

where ST is the total length of the boundary, and PI is the value of the control function
between i and i+ 1 which can be written as follows:

(19)
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Fig. 3. (a) Structural domain with evenly spaced master nodes. (b) Grid refinement involving the
introduction of new evenly spaced grid points in regions of high control function gradients. (c) Grid

adaptation based on variational approach.

Hence the ratio of the maximum to the minimum spacing may be expressed as follows:

(20)

The value of this ratio is clearly dependent on the smoothing factor y which is prescribed
in the control function. However, as explained in subsequent sections, the approach used
in this work for grid adaptation and refinement is relatively insensitive to the choice of this
parameter.

GRID REFINEMENT AND ADAPTAnON

The primary motivation for using an adaptive grid is to allocate an appropriate number
of grid points to regions of high stress and curvature. In problems of shape design using
the DEM, grid points playa dual role ofdefining the structural shape and providing discrete
points for analysis. In computing the sensitivity of the structural response to changes in the
boundary, where the latter is linked to the position of grid points, proper care must be
exercised to eliminate distortions in the geometry of the boundary. In the present work, a
set of master nodes uniquely define the shape of the structure. These nodes serve as points
for response analysis as well as providing the interpolation points for the structural geometry
definition. These nodes, shown in Fig. 3(a), are not moved when the adaptive scheme is
applied.

Grid adaptation and refinement is essentially a two-stage process. A uniformly dis­
tributed grid is first assumed between the master nodes, and the corresponding approximate
solution is determined. This solution allows a computation of the control function and its
gradient along the boundary. The approach adopted is one in which more grid points are
assigned to the high gradient regions, and less or no grid points are located in regions with
a smooth variation ofthe control function. A relatively simplistic scheme was implemented
to realize this goal. The numerical values of the gradients of the control function were
classified into several levels, and a proportional number of grid points were assigned to
each of these levels. The effect of such a redistribution of points based on control function
gradients is illustrated in Fig. 3(b).

Once the total number of grid points for each region is determined, the governing
equation for grid adaptation is employed to provide a better grid redistribution. This is
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Fig. 4. (a) Control function distribution along the boundary. (b) Grid refinement based on gradients
of the control function. (c) Grid adaptation in regions of high stress.

shown in Fig. 3(c). Note that in the solution of eqn (14), the master nodes are always fixed
to maintain the boundary of the structure.

Figure 4 illustrates the process ofgrid point distribution on the basis ofcontrol function
values. After an approximate solution is obtained for a uniform grid distribution as shown
in Fig. 4(a), the grid is refined between each master node on the basis of the gradient ofthe
control function. In Fig. 4(a), we observe that the gradients of the control function around
points A,B and C are much higher than elsewhere. Thus, several new grid points are
assigned to these regions and evenly distributed within the regions. A smaIler number of
grid points are assigned to regions of low gradients, as shown in Fig. 4(b). The points
placed in these regions are next relocated by a solution of the adaptive equation, and the
results of this adaptation are shown in Fig. 4(c). It is worthwhile to bear in mind that since
master nodes have been introduced along the boundary, the maximum spacing (As/)IIIU in
eqn (20) is equal to the space between each master node. This also renders the adaptation
scheme relatively insensitive to the choice of the smoothing factor )I.

Table 1 compares the Von Mises stress distribution along a structural boundary for a
problem solved with 149 evenly distributed analytical points, and with 61 analytical points
assigned on the basis of grid refinement and adaptation. The differences in the numerical
results are small, even though the number of grid points in the second case are less than
half the number in the first. Such a reduction ofgrid points can result in substantial savings
in computational cost in shape design problems.

DESIGN SENSmVITY-SEMI-ANALYTICAL APPROACH

An important ingredient in shape optimization is the computation ofsensitivity of the
design to the shape variables. The structural shape is governed by a group of independent
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Table 1. Comparison of I1v/l1aJ1 for 149 uniformly distributed nodes,
and adaptive grid with 61 analytical nodes

Selected
master nodes

I
2
3
4
5
6

20
21
22
23
24
25
26
27
28
29

Case I:
uniform grid with

149 analytical nodes

0.8500
0.1207
0.0999
0.1144
0.1234
0.1144
0.5154
0.0596
0.0493
0.0650
0.0411
0.0259
0.0019
0.0470
0.1166
0.2640

Case 2:
adaptive grid with
61 analytical nodes

0.8629
0.1197
0.1029
0.1121
0.1185
0.1121
0.5092
0.0595
0.0538
0.0480
0.0404
0.0254
0.0096
0.0484
0.1144
0.2690

tl1v is the Von Mises stress; 11.11 is the allowable stress (62,000 N
cm- 2).

design variables, where such variables affect both the objective function (typically weight)
and the structural response from which the design constraints are computed. In current
applications, the response quantity of interest was the Von Mises equivalent stress in the
structure. The sensitivity of this response was computed by a semi-analytical approach,
which is an efficient extension of the finite difference method.

A careful examination of the integral eqn (4) indicates that the integral functions H
and U, which are functions of r = Ie - xl, are basically determined by the geometry of the
structure. When one of the shape design variables is perturbed by a small amount ~x, only
a portion of the boundary related to that design variable will be changed. It is therefore
logical to expect that not all elements in the [H] and [G] matrices are changed during a
perturbation of one shape variable. This concept was used in the present work to improve
the computational efficiency of the sensitivity analysis.

A better understanding of this idea is obtained by considering the boundary of a
structural domain r, discretized into several elements as shown in Fig. 5. If one of design
variables d; is disturbed to di+~d;, the boundary element associated with the design variable
d; will change to r'. From the integral eqn (4), one may note that if the load point x is
chosen on the unchanged boundary, the difference in matrix elements of [G] and [H], and
[G'] and [H'], where the latter represent the system matrices of the perturbed domain,
depends on the location of field point e. That is, if the field point eis also located on the
unchanged boundary, these matrix elements will not be changed. Otherwise, the matrix
elements related to the field point ewhich is located on the changed boundary, must be
recalculated. Of course, if the load point x lies on the disturbed boundary, the matrix
elements related to this load in [H'] and [G'] will also change.

perturbed
boundary

K

original
boundary

N 1 2

Fig. 5. Original and perturbed boundaries discretized into N segments.
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For simplicity, one may consider a linear itittrpolation function in eqns (6) and (7).
The boundary of structural domain is discretized into N linear segments as shown in Fig.
5. The system equations of the boundary element method can be written as follows:

(21)

If one of the design variables, dj , is perturbed to dj +6dj , boundary elements related to
that design variable will be affected. If, for example, the design variable affects boundary
elements between those denoted by indices K and L-l (see Fig. 5), new matrices [A') and
{C'} are obtained as follows,

A'IIA'12" '" A'IK··A'IL .. A'IN C'I

A 21 A22 " ... A2K "A2L .. A2N C2

A~IA~2"" A~2··A~L ..A~
• {x'} = CK

(22)

ALI AL2 .. ·· ALK .. ALL .. ALN CL
..

ANI AN2 . .. ANK · .ANL .. A!(N CN

where only those elements within the band are changed.
Differentiating eqn (9) with respect to design variable d;, the following relation is

obtained,

(23)

where the matrix [A) on the left-hand side is calculated before the design variable is
perturbed. A finite difference approximation is used to obtain the matrix [aA/ad;) and the
vector {aC/Od;} as follows,

[
aAJ = [A1-[A)
ad !1d;

{ac} = {C'} - {C}
ad Mi

(24)

(25)

where [A'] and {C'} are as obtained in eqn (22), requiring only those elements of [A) and
{C} to be recalculated that are related to the boundary perturbations.

In the present work, the system equation is first subjected to a LU-decomposition as
follows:

[A) = [L][U). (26)

The upper and lower triangular matrices, [U) and [L), respectively, are only calculated once
and are saved for all subsequent design variable perturbations. After the sensitivities [aA/ad;)
and {aC/Od;} are obtained, the solution {ax/ad;} of eqn (23) is solved in two stages. First,
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Table 2. Comparison of operation count for finite difference and semi-ana­
lytical approaches to compute design sensitivity.

Finite difference approach

Semi-analytical approach

N J

3(NDV+ 1)+,V'(NDV+ 1)+O(N)

N J

3 +S'(.VDV+ I)+O(N)

[Aj is an Nx N matrix; NDVis the number of design variables.

a forward substitution for the lower triangular matrix of [A] results in a sol ution for {H'}
as,

[L]{H'} = {H}

where
{H} = {oC/Od;} - [oA/cd;]' {x}.

This is followed by a backward substitution for the upper triangular matrix of [A] :

[U]{ox/od;} = {H'}.

(27)

(28)

(29)

In the approach presented above, solution of the system equation for each perturbed
design variable to obtain the gradient information is replaced by the backward and forward
substitutions. Since the matrix [A] is fully populated. the efficiency of using the semi­
analytical approach to the sensitivity analysis is evaluated by an operation count. For a
complete set of gradient evaluations, the comparison of operation counts for the finite
difference and the semi-analytical approach is shown in Table 2. In comparing with a
direct application of the finite difference method, the semi-analytical approach produces
computational savings of more than 50%. This is even more significant in the presence of
a large number of design variables. Additional savings in computational cost can be
realized by selectively computing those elements in the system matrix that are related to
perturbations in the boundary.

NUMERICAL RESULTS

The methodology of adaptive grid refinement and calculation of response sensitivity
by the semi-analytical method was implemented in the optimum shape sizing of two­
dimensional elastic structures. The modified feasible usable search direction algorithm of
mathematical programming was combined with a linear boundary element analysis, to
obtain an optimization system. The objective of the design is to achieve a minimum volume
structure. Constraints included allowable levels of the equivalent Von Mises stress and
prescribed lower and upper bounds on the design variables. These design variables were
parameters that described the structural geometry. Numerical results for two plane stress
problems are presented here.

Example I
A fiat plate, supported as shown in Fig. 6, is subjected to a concentrated load of45,000

N. The allowable stress, Poisson ratio and Young's modules for the plate material are

45 KN

Fig. 6. Definition of geometry and design variables for the elastic plate problem.
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Initial Design

Cycle 4

Cycle 4

Final Design

Fig. 7. (a) Initial design for elastic plate problem. (b) Design based on initial grid distribution at
beginning of the fourth cycle. (c) New grid distribution at beginning of fourth cycle. (d) Final

optimal design for the elastic plate problem.

62,000 N em- 2
, 0.3, and 2.26 X 107 N cm- 2

, respectively. The dimensions of the plate and
a definition of the shape design variables is also shown in this figure. The distance between
the supports is fixed, as are the points A and D. Other boundaries are defined in terms of
half-parabolic curves. Design variables XI> X2 and X3J X4 control the right outer and the left
outer boundaries, respectively. Design variables X, and X6 define the height of the two
parabolic curves on the inner boundary. Symmetry of the loading and support dictates that
XI =X3 and X2 =X4.

Figure 7 illustrates the design iteration history for this plate. Starting from the initial
design of the structure shown in Fig. 7(a), the design after four cycles is as shown in Fig.
7(b). At this point, the original node distribution is no longer suitable for analysis, and the
application of grid refinement and grid adaptation results in a node distribution shown in
Fig. 7(c). The optimum shape of the structure is obtained at the sixth cycle, and is shown
in Fig. 7(d).

Example II
The second test problem involved the minimum weight design of a fillet to sustain a

uniaxial distributed load of40,000 N em- I, as indicated in Fig. 8. The material properties
are the same as in the previous example. The structural boundary to be redesigned is
included between points A and D, as shown in Fig. 8. This boundary was discretized into
10 equal segments, and all nodes on this line (excluding points A and D) were allowed to

Ir- 20.8 e-f,-21 an -+9~

T
11.4 em

L

T
22.8 an

A

_-_-<50.8 em -----..-t

40 !CHIem

Fig. 8. Definition ofgeometry and loading for the fillet problem.
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( b)

A

L

Final Design - Cycle 5

Cycle 3

Fig. 9. (a) Initial design for the fillet problem. (b) Design at beginning of third cycle. (e) Final
optimal design for the fillet problem obtained at the fifth cycle.

move perpendicular to the line AD during the redesign process. This results in a total of
nine design variables for the problem.

This is a classical problem in optimal shape design, and is known to present problems
in obtaining a converged optimum. Changes in boundary curvature, particularly the intro­
duction of sharp comers on the boundary, result in significant movements of the zones of
high stress. The numerical optimization exploits inherent weaknesses in discrete analysis
methods related to the fact that analysis is only performed at predetermined points. The
design process, therefore, exhibits an oscillatory behavior. There are essentially two
approaches to counter oscillations in such a problem. The first espouses the use of a very
large number ofpoints on the boundary to obtain better resolution ofregions ofhigh stress.
This has the associated drawback oflarger computational requirements. The other approach
is one which uses grid refinement and adaptation techniques to locate a fewer number of
points in the critical regions. The order of the resulting system equations is low, yielding
superior computational efficiency.

The initial design for the fillet problem is as shown in Fig. 9(a). An adaptive grid was
defined and the design allowed to proceed with prescribed move limits on each design
variable during the optimization. The presence of such move limits alleviates the com­
putational burden to some extent, as a new grid refinement is not necessary after each
iteration. Figures 9(b) and 9(c) illustrate the progression of the design to an optimum.

CLOSING REMARKS

The present paper discusses some key ideas related to an efficient optimal shape
synthesis of elastic structures. The boundary element method is used for analysis as it
provides better accuracy in response computations at the boundary. A gradient-based,
nonlinear programming algorithm is employed for optimization. The evaluation of such
gradients is done by semi-analytical methods, where such methods are shown to be sig­
nificantly more efficient than difference approximations. This concept ofgradient evaluation
can be readily extended to other classes of problems. The paper also describes an effective
approach for grid refinement and adaptation in shape synthesis problems. In using such
an adaptive scheme, the order of system equations in the BEM analysis can be reduced
significantly.
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